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Goal · Best fit problems-

least squares
solutions

· Two ways to find least squares solutions

Today F : R
,

R" carries dot product.

Def For AIMX
,

be RY , a least sque's itsof
Ax = b is a vector EIR" such that

1) b - Al = 1lb-Ax))
↳

for all x-IRV
.

im A =

[Ax/xIRM) = col(A)
,

the column space of A.
So Ax = boKA) ,

the orthogonal proj of b outo col(A).



-

- A= (4, uz)
&

Ax =bc)(A)
col(A) Ax : X ,

4
,
+ Xe42

The entries ofare the coordinates>Rep = (i)
of ballA) wit columns of A when

the cole are lin ind.
d

Th A vector XE& is the least
squares solution of Ax = b

iff it's a solution of the associated normal cytem AAx : Ab .



Norm of
Pfidea rix is minimized when it is orthogonal to the row space of A.

- b - Ax

show that row (A)+= her (AT) so satisfies

Ar(x) = 0 E) AT (b - Ax) = 0

# ATAx = Ab
.

Ft The normal system ATAx = Ab has
aunique

iff ke-

iff columns of A are lin ind.

Algorithm For At IRMY
,

bea

①Compute ATA
,
ATb.

② Row reduce[ATA/Ab]
③ This is always consistent and any solini is a least squaressol'n



Atte When Ax = b has a unique least squares son , it is

X = (A)"AT b.
umxmx

Now suppose
the colums of A are orthogonal , say
t = (u4z -- un)

Then col(A) has orthogonal basis u
...., un and

&
COIA)

= Su+... I · li



Eg (best fit line) Suppose we have points
⑨

10, 6)
,
(10)

,
12
,
0)

What him best fits this data ?

Eain of a line : y
= Mx + B. I-

"Want" : 6 = M .0 + B

0 = M . 1 + B

0 = M . 2 + B

Set A = (0) = (m)b = 1%)
Then we "want" Ax = b.



Use the algorithm :

S
andCEA/Ab) = (15) (i)
Thus X = (3) the unique least squares sol'n , and thus

the best fit line is
y
: -3x*3.



& What has least squares minimized
#

In finding this best fit line I
↑ Ax = (G and b-=

&
&

so minimizing f(t) = mx+

!
Ilb-AI =cu:

10-f(l)" + 10-f(e))
"

#
minimizing 1lb-A
/ = -


