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Goals ·Diagonalizability
· Eigen spaces
·Diagonalization algorithm

Reall f : V -V linear trans has eigenvector vO with eigenvalue
x when f(r) = Xv.

Def For dim V = n
,
a linear transn fiV ->V is diagonalizable

when either of the following equivalent conditions holds :
·F ordered basis n = (v

, ..., in) of V such that

A(f) = diag(X , ..., Xn) for some X: F

· f has a basis of eigenvectors.



E
: Ro

= (sind) t is diagonalizable fa

O = ni for some neX.

Cdi) is not diagonalizable for X+0·

Reall If a = (v
, ...,) is a basis of eigenvectors of A- Fux

and P = (v ...m ) , then D = P"AP is diagonal with

eigenvalues on diagonal . Thus A is diagonal iff it is

similar (conjugate) to a diagonal matrix.



chi

Reall XA(x) = det (A-XIn) is the checteristic polynomial
of A andi is an eigenvalue of A iff XA(X) = 0.

- If A = (3) then (x =det(I
=
- (x-2)2(x +S) -

Thus A has eigenvalues2 algebraic multiplicity

Cof Let i be an eigenvalue of a matrix A .

The espace

of A for x is
-
(A-XIn) r = 0

Ex(A) : = GreV/Au = xv) = ker(A-XIn).



E. (ct) To compute En = Ez(A) :

A - 2E = (3) - ( - 2)
=(8) (

= En = her (A - 2(c) = ((x
, Ez , z)(x, ze()

with basis ((1 , 0, 0)
,
(0, , 1))

or (11, 0 ,0) , 10 , 3 , 7)) .



To compute Es
: Es(A) :

(A + SE= I
=> E

. g
= ber (A + 5 [s) = ((y , y ,0)(yc()

with basis (1, 1 ,
01.

Eact Eigenvectors in distinct eigenspaces are lin ind .
(Proved soon.

So ((1 ,% , 6) , 10 ,3 ,7) , (1 . 1 ,0)) is a basis of eigenvectors for A.

Set P= (6)
.

Then PAP = diag(22)



Eg Let's modifyA slightly : A :=(
A = ( )

This has the same char poly and same eigenvalues as A !

A basis for E-s(A) is (7 , 1 ,%)- Sir techniques as
above

Poblem Find a basis for Ez(A').

A-2I=( IoI
=>her (A- 21s) = ((x , 0 ,0)/xeR)



with basis (1
,
0
, 0)

There are at most two lin ind eigenvectors for A !

We conclude that A does not admit a basis of eigenvectors
=> A is not diagonalizable.

Diagonalization Algorithm
(1) Find eigenvalues as roots of XA.



(2) For each eigenvalue X , compute a basis of Ex(A).
(3) The matrix A is diagonalizable iff the total number
of basic vectors in (2) is n (for Actuxu) .

If so
,
the victors found are an eigenbasis of A,

and if P is the matrix with columns these rectors
,

than

D = P"Aq

is diagonal with eigenvalues on diagonal.

Lef If X is an eigenvale of A , its adebraic multiplicity
is the # of (x-x)'s in XA(X). The geometric multiplicity
of X is dim Ex(A).



Noth [geom multss &alg mults In

and A is diagonalizable iff both sums equal n

iff [gom mults = n.

Fou Vector from different eigenspaces are lin ind.

Determinants of endomorphisms
know of det as Fix -> F

112

End (Fn)

& Does det (f) make sense for f : V + V linear ?



A Yes ! for V finite dimi. ordered
Define def(f) by choosing basis of V

. say a

Then f has a matrix A(f) e Fuxu

Hope det (f) = det As(f) - but need to

show this does not depend on choice of basis !

suppose B is some other ordered basis of V
From how

,
know there exists matrix ↑ S

.
t.

Ap(f) = y"A& (f) p
.



Thus det A3(f) = det (P"A(f)P)
= det (P) det (A (f) det (4) Imutt]
= det A (7)·
= det A(5) y

So the value of det (f) does not if CD = I
,

then

depend on choice of besis. cht (CD) =det I
detC - det D =

↓
= detD =

det 2



This allows us to extend the defi of characteristic

polynomial : if fiVTV linear
,
dim US

the Xf(x) = det(f-xid))
i

.e .
choose basis a of

Xy(x) = de )A(f) - x - 1)
Then eigenvalues off- roots of Af(x).


